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 1 
February 23, 2017 2 
 3 
Honorable Secretary ______________ 4 
Department of Health and Human Services  5 
200 Independence Avenue, S.W.  6 
Washington, D.C. 20201  7 

 8 
Re: Recommendations on De-identification of Protected Health Information  9 

  under HIPAA  10 
 11 

Dear Secretary __________: 12 

This letter transmits the findings of the National Committee on Vital and Health 13 

Statistics (NCVHS) regarding the de-identification standard under the Privacy Rule of the 14 

Health Insurance Portability and Accountability Act (HIPAA) and makes 15 

recommendations to improve current practices. NCVHS is your advisory committee on 16 

health data, statistics, privacy, national health information policy, and the Health 17 

Insurance Portability and Accountability Act (HIPAA).  18 

 19 

The Privacy Rule was designed to protect individuals by limiting uses and 20 

disclosures of individuals’ protected health information that they have not authorized. In 21 

particular, the Privacy Rule specifies the circumstances under which covered entities may 22 

disclose de-identified information. According to the National Institute of Standards and 23 

Technology (NIST), “De-identification is a process that is applied to a dataset with the 24 

goal of preventing or limiting informational risks to individuals, protected groups, and 25 

establishments, while still allowing for the production of aggregate statistics.”1  26 

1 NIST 800-188, De-identifying Government Datasets, Simson Garfinkel. December 2016, 
National Institute of Standards and Technology, Gaithersburg, MD, p. 8.  
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There are many important uses for de-identified patient information. Healthcare 27 

providers share de-identified data to enable research and evaluate care for quality 28 

improvement and cost efficiencies. Population health experts analyze large sets of de-29 

identified data to derive insights about care effectiveness and outcomes. For example, 30 

public health departments rely on statistical and trend data to derive patterns that allow 31 

them to track the spread of disease.  32 

 The Committee held a hearing on De-identification and HIPAA on May 24-25, 33 

2016, at which it heard testimony from public and private sector computer science, legal, 34 

data analytic, informatics, and privacy experts. Through its hearing and deliberations, the 35 

Committee sought to increase awareness of practices involving protected health 36 

information (PHI) and consider how well the current de-identification standard stands up 37 

in light of these practices. The Committee also sought to develop practical 38 

recommendations in areas of guidance, research, education, and useful policy change.    39 

 40 

Executive Summary  41 

Major Findings  42 

De-identification is intended to protect individuals’ privacy while enabling 43 

important uses for health data. Among our panelists, there was general agreement that the 44 

standard for de-identification is an essential component of the Privacy Rule and has 45 

generally provided a reasonable level of protection. The challenges, however, of 46 

protecting privacy using even de-identified health information are far more complex 47 

today than when HIPAA was enacted two decades ago or when the Privacy Rule went 48 

into effect in 2003. Uses for increasingly complex data are growing exponentially as new 49 
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powerful tools are able to combine data sets and extract information from large volumes 50 

of data. Expert testimony at our hearing suggested that the goals of preserving the 51 

individual’s right to privacy while fully using digital information to improve health and 52 

outcomes may be on a “collision course.”2  53 

The Committee considered issues relating to:  54 

• the science and practice of de-identification;  55 

• assessing and minimizing the risk of re-identification;   56 

• lifecycle management and stewardship of de-identified data; and  57 

• mitigating harmful re-identification, use, or re-disclosure. 58 

The HIPAA de-identification standard permits two approaches to de-identification:  the 59 

Expert Determination method3 and the Safe Harbor method.4 Safe Harbor, the most 60 

commonly used approach, entails removing 18 identifying attributes and having no actual 61 

knowledge that an individual in the data set can be re-identified.  The Expert 62 

Determination method requires a person with appropriate knowledge to make a 63 

determination that the risk of re-identifying an individual is “very small.”5 These 64 

methods do not necessarily protect against future uses of data that may result in re-65 

identifying or inferring the identity of individuals, protected groups, or establishments.  66 

At this time, the Committee is not recommending that the current standard for de-67 

identification be revised, but it has identified a number of actions that HHS can take to 68 

2 See Testimony of Daniel Barth Jones et al. 

3 See, 45 CFR § 164.514(b)(1). 
4 See, 45 CFR § 164.514(b)(2). 
5 45 CFR § 164.514(b)(1)(i). 
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improve the way the current standard is applied. The Committee also recommends a set 69 

of actions to formalize research into how the current standard may be revised to take 70 

advantage of emerging methods to improve de-identification. Finally, the Committee 71 

urges greater focus on potential harms of misuse of de-identified data and a process to 72 

make these uses more transparent. 73 

 74 

Summary of Recommendations 75 

Recommendation 1: The de-identification standard is an integral part of the HIPAA 76 

Privacy Rule.  At this time, HHS should reinforce the current standard with sub-77 

regulatory guidance and the other actions outlined in these recommendations, as 78 

these will inform possible future revisions to the Rule.  79 

 80 

Recommendation 2: HHS should develop guidance to illustrate and reinforce how 81 

the range of mechanisms in the Privacy Rule, such as data sharing agreements, 82 

business associate agreements, consent and authorization practices, encryption, 83 

security, and breach detection, are used to bolster the management of de-identified 84 

data in the protection of privacy. Particular attention should be directed at the way 85 

in which business associate agreements should address obligations regarding de-86 

identification and the management of de-identified datasets. 87 

 88 

Recommendation 3: HHS should establish an information clearinghouse of de-89 

identification best practices. 90 
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Recommendation 4: HHS should develop a written competency guide with 91 

educational resources for covered entity practitioners responsible for de-92 

identification process. 93 

 94 

Recommendation 4: HHS should develop a written competency guide with 95 

educational resources for covered entity practitioners responsible for de-96 

identification process. 97 

 98 

Recommendation 5: HHS should provide guidance on policies and practices for 99 

management and disclosure of de-identified data, for assessing the risk of re-100 

identification, and for understanding the implications of risks to individuals and to 101 

vulnerable populations.  102 

 103 

Recommendation 6: HHS should define the minimal skills and competencies to be 104 

considered an “expert” capable of de-identifying data using the Expert 105 

Determination method. 106 

 107 

Recommendation 7: HHS should require that covered entities and business 108 

associates, whether they use the Safe Harbor or Expert Determination method of 109 

de-identification, maintain a description of the method used for de-identification, 110 

the assumptions used in re-disclosure risk assessment, and the results of the risk 111 

assessment.  112 

 113 
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Recommendation 8: HHS should use the vehicle of the Model Notice of Privacy 114 

Practices to inform patients about de-identification, how it protects PHI, and the 115 

range of downstream uses for de-identified data.  116 

 117 

Recommendation 9: HHS should define and promulgate the responsibilities of de-118 

identification data holders. 119 

 120 

Recommendation 10:  HHS should establish a reporting process for use by the 121 

public to express concerns about when re-identification threatens harm to 122 

individuals, protected groups, or establishments.  123 

 124 

Recommendation 11: HHS should require covered entities and business associates to 125 

track disclosures of de-identified data sets and limited data sets to provide 126 

information in response to a data subject’s request for an accounting of disclosures. 127 

The disclosure obligation should include, at minimum, a summary of the de-128 

identified data sets that include the requester’s PHI. 129 

 130 

Recommendation 12: HHS should support a research agenda on de-identification 131 

methods and on re-identification. The research agenda should include: 132 

• periodic testing of how well Safe Harbor is working;  133 

• study of the value of applying statistical disclosure limitation techniques in 134 

concert with Safe Harbor;  135 

• techniques for evaluating risks of re-identification and inference; 136 
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• Investigation of technology standards for de-identification and re-137 

importation or linking of patient data in the electronic health record.   138 

 139 

De-identification and HIPAA  140 

The HIPAA Privacy Rule strives to protect the privacy interests of individuals 141 

while promoting the effective operation of the health system and the broader health and 142 

wellness goals of society. The de-identification provisions of the Privacy Rule are one 143 

way to enable data sharing among covered entities, business associates, and entities that 144 

are not subject to the Privacy Rule. Once de-identified, PHI is transformed into data no 145 

longer subject to the provisions of the HIPAA Rules. Even data properly de-identified 146 

under the Privacy Rule may carry with it some private information, and,  therefore, poses 147 

some risk of re-identification, a risk that grows into the future as new datasets are 148 

released and as datasets are combined. Re-identified data are not protected by the HIPAA 149 

Privacy or Security Rules, unless they are held by, or come into the custody of, a covered 150 

entity. While other federal or state law may address the obligations of non-covered entity 151 

data holders, risks particular to personal health information may not be clear, and 152 

protections may not be adequate. 153 

Today, downstream uses for de-identified data have expanded exponentially, with 154 

many new uses driving innovation and contributing to our understanding of health and 155 

wellness. Data aggregators, analytics companies, and health application businesses 156 

collect, handle, analyze, and re-disclose de-identified health information. In light of this 157 

growing range of uses of data that are not covered by HIPAA and the risk of re-158 

identification, the efficacy of methods for de-identification and the way that de-identified 159 
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data is managed becomes central in upholding the privacy interests of individuals and 160 

protected groups.  161 

The HIPAA Privacy Rule establishes two approaches for de-identifying PHI: The 162 

Expert Determination method6 and the Safe Harbor method.7 The Expert Determination 163 

method calls for “a person with appropriate knowledge of and experience with generally 164 

accepted statistical and scientific principles and methods for rendering information not 165 

individually identifiable” to apply such principles and methods, to determine that the risk 166 

of re-identification is very small, and to document the methods and results of the analysis 167 

that justifies the determination. However, The Privacy Rule does not establish minimum 168 

qualifications for a person to be considered an expert. The hearing revealed that there is 169 

no consensus on what qualifies one as an expert, what constitutes best statistical and 170 

scientific methods, nor what it means for a risk of re-identification to be “very small.” 171 

The Office for Civil Rights (OCR) has not issued clarifying guidance on these matters. 172 

Further, organizations that use experts are not required to disclose to the record subjects 173 

that an expert determination has been made, nor what that determination concluded, 174 

(although they are required to document the methods and analysis that justify the 175 

determination8). The Committee heard testimony that there is a shortage of experts in 176 

these methods available for hire considering the growing demand for sound de-177 

identification of PHI.  178 

6 See, 45 C.F.R. § 164.51 (b)(1). 
7 See 45 C.F.R. § 164.514 (b)(2). 
8 See 45 CFR § 164.514(b)(1)(ii). 
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The Safe Harbor method of de-identification allows a covered entity (or a 179 

business associate, in accordance with an authorization to do so in its business associate 180 

agreement) to consider a data set de-identified if a predetermined set of 18 data elements 181 

are removed (e.g. names, geographic subdivisions smaller than a state, dates, telephone 182 

numbers, account numbers, Internet Protocol (IP) addresses).One of the 18 Safe Harbor 183 

data elements is “any other unique identifying number, characteristic, or code,”9 thus 184 

reinforcing the need for critical analysis of a particular dataset, a step that testimony 185 

revealed is generally weak or lacking. Nevertheless, Safe Harbor remains the most 186 

commonly used method for de-identification.  187 

  The Safe Harbor method further requires that the covered entity (or business 188 

associate) not “have actual knowledge that the [remaining] information could be used 189 

alone or in combination with other information to identify an individual who is the 190 

subject of the information.”10 Specific guidance from OCR makes it clear that this 191 

requirement does not refer to having general knowledge of studies and methods about re-192 

identification and risks, but, rather, it refers to specific knowledge relating to the 193 

particular dataset in question.11 The Committee heard testimony that this requirement to 194 

have no “actual knowledge” that the remaining information could be used to identify an 195 

individual is not well-understood or adhered to in current practice. Such representation is 196 

increasingly difficult because of growing downstream uses that may involve combining 197 

9 45 C.F.R. § 164.514(b)(2)(i)(R). 

10 45 C.F.R. § 164.514(b)(2)(ii). 
11 Cite to OCR guidance on “actual knowledge” 
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datasets, a future action that could dramatically change a risk assessment made at the 198 

time of de-identification.  199 

The Privacy Rule permits a covered entity to assign a code or other means of 200 

record identification to allow de-identified information to be re-identified by the covered 201 

entity provided certain protections are in place. Of course, once re-identified, the 202 

information in the hands of a covered entity is again subject to the HIPAA Privacy and 203 

Security Rules. Re-identification by the covered entity is important for uses such as 204 

precision medicine that target treatments to individuals based on specific genetic markers, 205 

environmental factors, or other characteristics that are derived from application of 206 

analytics to de-identified data sets. The Committee learned, however, that technology 207 

limitations make it difficult for covered entities to re-import into their operational 208 

systems or use previously de-identified data for a given patient. 209 

In 2010, HHS hosted a workshop on de-identification and synthesized the input 210 

from panelists into an extensive guidance document released in 2012.12 This is the most 211 

current guidance issued by the Department. While only five years old, the volume of 212 

data, range of its uses, and increasing sophistication of tools to analyze it, calls for 213 

regular, periodic review to extend and enhance the guidance. 214 

Consumers are rarely aware of when their data is being de-identified for a new 215 

purpose. According to current OCR data, de-identification is not a frequent basis for 216 

privacy-related complaints. Unlike breaches or unauthorized disclosures where the 217 

12 Guidance Regarding Methods for De-identification of Protected Health Information in 
Accordance with the Health Insurance Portability and Accountability Act (HIPAA) Privacy Rule. 
https://www.hhs.gov/sites/default/files/ocr/privacy/hipaa/understanding/coveredentities/De-
identification/hhs_deid_guidance.pd 
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Privacy Rule requires reporting and notification to affected individuals, the subjects of 218 

de-identified datasets may not know how often their data are disclosed in de-identified 219 

form as de-identified data are not subject to the HIPAA Privacy Rule. Even disclosure of 220 

a “limited data set,” a data set with most, but not all, of the Safe Harbor identifiers 221 

removed, is not subject to the requirement for a covered entity to maintain an “accounting 222 

of disclosures,” permitting an individual, on request, to obtain a list of recipients of their 223 

protected health information. 224 

 Moreover, it’s increasingly common for consumers’ medical record data to be 225 

combined with non-health-related data. Data analysts are now able to augment health 226 

data with geographic, socio-economic, and other public and private information to gain 227 

new scientific insight or advance a commercial goal.  228 

 229 

Current State of De-identification 230 

The challenges of preserving privacy of health information have increased over 231 

the past decade for the reasons touched upon earlier. De-identification is at the heart of 232 

the debate about how to preserve the individual’s right to privacy and derive benefit and 233 

value from the use of digital information. De-identifying data affords a significant degree 234 

of privacy protection and public surveys indicated continued public support for this 235 

method.  However, some thought leaders have questioned the effectiveness of de-236 

identification in recent years because there is a growing understanding that the ability to 237 

re-identify, which now requires extensive expertise, has the potential to become more 238 

widely accessible.  239 

 The following discussion of current state issues is organized in the following four 240 

areas:  241 
11 
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• The science and practice of de-identification  242 
• Assessing and mitigating risk of re-identification  243 
• Lifecycle management and stewardship of de-identified data  244 
• Mitigating harmful re-identification, use, or re-disclosure 245 
 246 
 247 

The science and practice of de-identification  248 

 While the Committee heard testimony on de-identification approaches used by 249 

experts, the Hearing was not designed to delve into the mathematical or algorithmic 250 

science or tools for de-identification. The testimony reinforced, however, several 251 

important tenets about de-identification methods and practice:  252 

First, it is never perfect. Some de-identified datasets contain data elements that, 253 

directly or indirectly, can be used to identify individuals, protected groups, or 254 

establishments.  255 

Second, de-identification is a temporary, rather than a permanent state. A new 256 

dataset may become available, which, when compared, combined, or linked with 257 

previously available data, unlocks an identity key permitting re-identification.  258 

Third, different de-identification methods produce different results even when 259 

applied to the same dataset. The Safe Harbor may be the more common approach, but it 260 

is not standardized, so that applied by different practitioners, may produce different 261 

results. Expert Determination uses a range of methods based on analysis of the 262 

characteristics of the dataset, each of which may produce a different result that can be 263 

considered de-identified.  264 

Finally, de-identification reduces the quality and utility of data, the consequence 265 

of which must be judged against the characteristics of the dataset and the intended uses.    266 

12 

 



***** DRAFT# 5: February 6, 2017 ******* 

  In comparing the two methods of de-identification established in the de-267 

identification standard of the privacy Rule, Safe Harbor is largely ”one size fits all,” 268 

regardless of the characteristics of the dataset.  By contrast, the Expert Determination 269 

method has the advantage of fitting the de-identification method to the risks associated 270 

with the specific dataset. Despite this increasingly important advantage, Expert 271 

Determination is used less frequently than Safe Harbor. One reason is that Expert 272 

Determination, while more consultative, is also more expensive, and there are too few 273 

experts available for hire. Some of the May 2016 hearing participants called for 274 

guidelines and standards for use of the Expert Determination method including 275 

transparency regarding methods used and results achieved and minimal standards of 276 

competencies and qualification to be an expert.  277 

 Whether choosing Expert Determination or Safe Harbor, different categories of 278 

information in a medical record present different de-identification challenges. Highly 279 

structured information such as most laboratory test results or most ICD codes13 present 280 

lower risks of re-identification because they intrinsically carry no direct or indirect 281 

identifiers. Demographic and socioeconomic information present higher risks, and the 282 

Safe Harbor method targets removal of 18 direct and indirect identifiers to avoid 283 

revealing this type of information or allowing it to be linked to identifiable information. 284 

Unstructured narrative information (e.g. medical histories, descriptions of physical 285 

exams, discharge summaries, progress and consulting reports) comprises the majority of 286 

information in a medical record, presenting the greatest challenge for de-identification. 287 

13 International Statistical Classification of Diseases and Related Health Problems (ICD), a 
medical classification list developed by the World Health Organization (WHO). See also transcript of Panel 
on which Rubenstein sat 
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While promising techniques using rule-based natural language processing have potential 288 

to de-identify narrative information to an acceptable level of risk, these are not yet 289 

scalable. Genomic data and other specialized test results, while not the specific focus for 290 

this hearing, also present unique de-identification challenges.  291 

Given the importance of de-identification to protecting privacy in the health 292 

sector, there is a lack of directed and ongoing research on the efficacy of de-identification 293 

methods. For example, one panel discussed the value of and impact on risk reduction of 294 

adding a wider range of Statistical Disclosure Limitation methods and techniques to Safe 295 

Harbor.14 The lessons from de-identification research are not informing day-to-day 296 

practice. Practitioners responsible for de-identification and assessing risk of re-297 

identification in non-research settings are often not adequately trained to apply critically 298 

the latest methods and research findings. 299 

 300 

Assessing and minimizing the risk of re-identification  301 

 Just as there is a science of de-identification, there is also a growing science of re-302 

identification that needs greater illumination. There are economic drivers for re-303 

identification of health data to create enhanced datasets  that make it an increasingly 304 

important topic. For example, combining healthcare service patterns and personal web 305 

search patterns may be valuable for marketing products and services.  The probability of 306 

re-identification often focuses on the likelihood that an “intruder” would be interested in 307 

the particular dataset. Like many assumptions in this fast-changing landscape, current 308 

14 Prepared Statement of Ira Rubinstein before the Subcommittee on Privacy, Confidentiality and 
Security, National Committee on Vital and Health Statistics (May 24, 2016), at 3. 
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assessments of the types or level of interest, or the possibility for exploitation, may be 309 

poor markers for the future.  310 

The drive to create longitudinal databases illustrates this point. A dataset with 311 

diabetes or blood pressure readings from a single visit to the physician or a single 312 

hospital stay is of less value and therefore presents less risk for re-identification, than a 313 

longitudinal database tracking diabetes or hypertension patients over time, linking their 314 

clinical paths and treatments to socioeconomic, lifestyle or employment data.  315 

 Anticipating the risk and estimating the likelihood of re-identification under 316 

certain circumstances are important considerations in determining how best to de-identify 317 

a data set. Covered entities and business associates are obligated to document that they 318 

have considered the risks to, and likelihood of re-identification of individuals in 319 

determining the data content to be de-identified before release of a dataset. This 320 

assessment should inform what additional steps can be taken to safeguard information 321 

including, for example, stipulations to be included in data use agreements.  322 

 In addition to considering re-identification risks, experts who testified before the 323 

Committee suggested that inference risks should also be considered. Inference risks are 324 

the potential for others to learn about individuals from the inclusion of their information 325 

in a dataset, or from their membership in, or association, or perceived association, with 326 

the group studied, even if the individual’s actual data was not included in the data set.  327 

 Re-identification, whether it produces harm or diminishes confidence, is a topic 328 

that demands more attention than recently has been given in the health sector. Starting 329 

with a workable definition, greater focus would expand our understanding of the risks 330 

and opportunities to mitigate them. In addition to improved training in de-identification 331 
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methods, practitioners responsible for de-identification, data scientists, policy analysts, 332 

and researchers need training in understanding the context in which a data set was 333 

produced and the attendant risks of re-identification or inappropriate inference. A risk-334 

based approach to data release policy is contextual and contingent on the specific use.  335 

 NIST identified seven variables to consider in assessing risk: data volume, data 336 

sensitivity, type of data recipient, data use, data treatment technique, data access controls, 337 

and consent and consumer expectations.15 HHS offers a set of principles in its de-338 

identification guidance limited to characteristics of the data that experts use in assessing 339 

the risk of identification.16 Data custodians could benefit from expanded principles and 340 

illustrations of how to assess both the data set and the context when determining how best 341 

to de-identify a particular dataset. For example, covered entities and business associates 342 

might consider intended uses or the security and access controls used by recipients of a 343 

particular de-identified data set, in addition to considering the attributes of the data set. 344 

 345 

Lifecycle management of de-identified data 346 

 Information should be managed across its lifecycle from data origination to 347 

archive or destruction. De-identification practices are part of a covered entity’s or 348 

business associate’s information disclosure management process, essential for protecting 349 

the privacy of Protected Health Information (PHI) and mitigating associated risk. The 350 

15 NIST Special Publication 800-30, Guide for Conducting Risk Assessments, Joint Task Force 
Transformation Initiative, September 2012. http://dx.doi.org/10.6028/NIST.SP.800-30r1 
16 See Office for Civil Rights, U.S. Dept. of Health and Human Svcs., Guidance Regarding Methods for 
De-identification of Protected Health Information in Accordance with the Health Insurance Portability and 
Accountability Act (HIPAA) Privacy Rule, (Nov. 26, 2012), at pp. 12-15, available at 
https://www.hhs.gov/sites/default/files/ocr/privacy/hipaa/understanding/coveredentities/De-
identification/hhs_deid_guidance.pdf. 
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current regulatory paradigm for de-identified data permitting data holders to release and 351 

forget may no longer be sufficient. The covered entity or business associate data holder 352 

may achieve a level of de-identification that carries low risk, but a downstream user may 353 

change that risk level by adding or combining with new data. Currently the covered entity 354 

has no obligation for downstream uses or inadvertent or malicious re-identification or re-355 

disclosure.  356 

Similar to managing data privacy or security more generally, the Committee heard 357 

testimony calling for de-identification to be handled as part of a reasonable management 358 

process that spans the lifecycle of information. Managing de-identification requires 359 

people, policy, technology, and governance practices. Specific lifecycle sub-processes 360 

include acquiring and assessing the data to be shared, analyzing the risk of disclosure, 361 

limiting the data to be released to that which is minimally necessary, using the most 362 

effective methods and technology for de-identification, and developing and putting in 363 

place a monitoring, accountability, and breach response plan.  364 

 De-identification, like other aspects of information and disclosure management, 365 

demands an oversight and governance process to ensure that the policy and processes are 366 

reasonable and are consistently carried out. NIST recommends that government agencies 367 

set up a Disclosure Review Board or Data Release Board to set and oversee organization-368 

wide policy.17 This recommendation is also applicable to covered entities and business 369 

associates who should set policies and practices for disclosure review and release 370 

management as part of the organization’s information governance authority.  371 

17 Garfinkel, S.L. De-identifying Government Datasets. National Institute of Standards and 
Technology (NIST), US Department of Commerce, Special Publication 800-188, p 30.  
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Additional management steps may include limiting reuse or downstream re-372 

identification by contract.  373 

  374 

Mitigating harmful re-identification, use, or re-disclosure 375 

 De-identified data is not subject to HIPAA.  So, while other laws may apply to 376 

adjudicate harmful use, there are no penalties or processes for remediation under HIPAA 377 

for actions by data holders that harm data subjects, protected groups, or other entities 378 

attributable to re-identification, use, or re-disclosure.  379 

 The Committee heard testimony addressing whether restrictions or penalties 380 

should be imposed on data holders and if so, what types. A three-staged approach 381 

emerged that has potential to support progress and innovation while protecting data 382 

subjects and others from harm. The first stage calls for far greater transparency about the 383 

actual uses being made of de-identified health information. Disclosure about uses would 384 

support greater public dialogue that in turn could help shape sensible policy, practice, 385 

new technology, and law. Of particular interest is disclosure when de-identified data sets 386 

are merged to create longitudinal and enhanced new data that change the re-disclosure 387 

risk assessment.  388 

 Stage two entails the development of a matrix of re-identification and inference 389 

risks and harms to data subjects, protected groups, or other entities. There is a broad 390 

range of potential harms, but it is important to begin defining those for which specific 391 

remediation is needed. Again, such a matrix could help to shape policy, practice, 392 

technology, and law.  393 
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The third stage involves regulatory action to set forth a complaint process which 394 

may lead to sanctions and penalties when data holders fail to conduct and document a 395 

risk assessment at or below an acceptable level of risk, their actions cause certain harms, 396 

or fail to take reasonable steps to protect data.  397 

 398 

Recommendations 399 

De-identification is the enabling bridge transforming patient data from PHI under 400 

HIPAA to data that is no longer covered by the main federal Privacy or Security Rules 401 

that apply to health information. While long used by medical and health system 402 

researchers, the use of de-identified health data has expanded significantly in recent years 403 

across public and private health delivery, health plans, and the life sciences. In just a few 404 

short years, a young but robust commercial health data industry has emerged. Done well, 405 

de-identification can protect the confidentiality of data subjects while promoting the use 406 

of data for a variety of public and private uses such as monitoring health system 407 

performance, enabling population health initiatives, or advancing payment policy. Done 408 

poorly, de-identification can expose individuals, protected groups, and establishments to 409 

risk of harm to physical well-being, personal dignity, reputation, or financial position.  410 

For the most part, the current HIPAA de-identification standard remains useful 411 

and relevant. The standard has been in place for over a decade, and there is little evidence 412 

that widespread re-identification or inappropriate inference is actually harming data 413 

subjects. However, the threats are increasing rapidly, and there are weaknesses that can 414 

be strengthened with the Department’s leadership. The Committee underscores the need 415 

for attention to these recommendations. 416 
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The de-identification standard is too often executed with inadequate attention to 417 

the unique characteristics of the dataset to which it is applied and its intended uses. Data 418 

subjects have little information about how their data are used or about the risk of re-419 

identification or inference. The overemphasis on de-identification ignores the 420 

management, governance and other practices and processes that must also be in place to 421 

minimize the risk of data sharing. Finally, there is no mechanism to impose penalties for 422 

harmful uses of de-identified data.  423 

There is a body of de-identification research and a network of experts across the 424 

computer science, legal, data analytic, informatics, and privacy fields. There are also 425 

valuable policy resources to guide a path forward.  426 

The following recommendations are designed to address shortcomings identified 427 

by the Committee and improve practices associated with de-identification. They are 428 

intended as short term and practical actions that can impact the current state of de-429 

identification of health information.  430 

Recommendations 2 through 5 address shortcomings in current de-identification 431 

practice as carried out by many covered entities and business associates,. 432 

The Committee believes that greater emphasis on education and training along with an 433 

expanded range of resources could elevate the standard of practice and compliance with 434 

the Rule.   435 

 Recommendation 6 addresses the availability of de-identification experts and their 436 

minimum qualifications.  437 
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 Recommendations 7 through 10 address improvements to transparency and 438 

accountability, and Recommendation 11 sets out subjects for an expanded research 439 

agenda that would help promote and advance the science of de-identification. 440 

 441 

Recommendation 1: The de-identification standard is an integral part of the 442 

HIPAA Privacy Rule.  At this time, HHS should reinforce the current standard with 443 

sub-regulatory guidance and the other actions outlined in these recommendations, 444 

as these will inform possible future revisions to the Rule.  445 

Concerns about the potential for re-identification of data are real and they are 446 

increasing.  As technology for re-identification evolves, this part of HIPAA will continue 447 

to be under pressure. At the same time, de-identification does provide a significant degree 448 

of protection and survey data show that most Americans derive a considerable comfort 449 

from having data de-identified even though many are coming to realize that it is not a 450 

complete protection.   451 

 The Committee believes that there are a number of practical actions that 452 

HHS can take now to strengthen how the standard is being implemented.  The Committee 453 

also believes that HHS should put in place a process to regularly and systematically 454 

monitor the status of implementation, evolving technology, and relevant research to 455 

determine how best to keep this standard current and relevant.  456 

 457 

Recommendation 2: HHS should develop guidance to illustrate and reinforce how 458 

the range of mechanisms in the Privacy Rule, such as data sharing agreements, 459 

business associate agreements, consent and authorization practices, encryption, 460 
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security, and breach detection, are used to bolster the management of de-identified 461 

data in the protection of privacy. Particular attention should be directed at the way 462 

in which business associate agreements should address obligations regarding de-463 

identification and the management of de-identified datasets. 464 

De-identification is not a standalone process. Covered entities have a range of 465 

tools that can be used to help safeguard against re-identification, and this 466 

recommendation is designed to illustrate when and how mechanisms such as data 467 

use agreements and business associate agreement can and should be used in 468 

conjunction with proper de-identification to limit uses that increase the risk of re-469 

identification, limit re-disclosure of de-identified data, and require proper 470 

management, including security, for de-identified data.  471 

 472 

Recommendation 3: HHS should establish an information clearinghouse of de-473 

identification best practices. 474 

Most covered entities do not have access to experts in statistical and scientific 475 

methods and approaches for de-identification.  It is important that they have the 476 

opportunity to learn from others with strong practices. De-identification practices 477 

are not static and practitioners need ready access to resources on evolving 478 

practice. A clearinghouse of de-identification case studies would help covered 479 

entities and business associates assess the adequacy of their own practices as they 480 

learn from others.  481 

 482 
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Recommendation 4: HHS should develop a written competency guide with 483 

educational resources for covered entity practitioners responsible for de-484 

identification process. 485 

Both covered entities and de-identification practitioners would benefit from 486 

understanding the competencies practitioners should have to properly apply de-487 

identification methods and assess the risk of re-identification. Covered entities 488 

would be better informed when hiring an expert, and practitioners or prospective 489 

practitioners would know what it takes to succeed. This recommendation calls on 490 

HHS to develop a guide and promulgate the competencies and resources that can 491 

help practitioners accelerate learning to elevate practice. 492 

 493 

Recommendation 5: HHS should provide guidance on policies and practices for 494 

management and disclosure of de-identified data, for assessing the risk of re-495 

identification, and for understanding the implications of risks to individuals and to 496 

vulnerable populations.  497 

This recommendation addresses the need for guidance and resource tools to 498 

improve the assessment of re-identification risk by covered entities and business 499 

associates so they may carry out effectively the obligations under the Privacy 500 

Rule. As noted earlier, this is an area of weak compliance. This recommendation 501 

also calls for guidance for covered entities and business associates regarding 502 

managing the sharing and release of de-identified data as part of an organization’s 503 

information governance authority.  504 

 505 

23 

 



***** DRAFT# 5: February 6, 2017 ******* 

Covered entities should carefully delineate business associate responsibilities 506 

regarding de-identification and de-identified data and take greater care to monitor 507 

that the obligations are being carried out in accordance with the contractual 508 

agreement. Covered entities should also require that data custodians such as 509 

registries use sound practices and technologies for access control, security, 510 

storage and archive. The use of Certificates of Confidentiality18 such as those 511 

required for data sharing research projects may also outline additional precautions 512 

to safeguard de-identified information.19 513 

 514 

Recommendation 6: HHS should define the minimal skills and competencies to be 515 

considered an “expert” capable of de-identifying data using the Expert 516 

Determination method.  517 

As noted earlier, expertise is developed through a variety of educational and 518 

experiential channels. While it is not possible to say, for example, that an expert 519 

must have a certain degree or years of experience, there is currently no consensus 520 

on a defined set of minimal competencies that an expert should possess to be 521 

qualified to make an expert determination. This recommendation relates 522 

specifically to the need to describe this expertise more fully so that covered 523 

entities and business associates engaging experts can be more assured of hiring an 524 

competent, qualified professional. Done well, it may lead those with the interest 525 

18 Office of Extramural Research, National Institutes of Health, U.S. Dept. of Health and Human 
Svcs., Certificates of Confidentiality, available at https://humansubjects.nih.gov/coc/index (visited Feb. 6, 
2016). 

19 See, National Institutes of Health, U.S. Dept. of Health and Human Svcs., Genomic Data 
Sharing Policy, available at https://gds.nih.gov/03policy2.html (visited Feb. 6, 2017). For a PDF copy of 
this policy, visit, https://gds.nih.gov/PDF/NIH_GDS_Policy.pdf. 
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and statistical, mathematical, or analytic skills to advance their expertise in de-526 

identification and risk assessment techniques as applied to health information. 527 

Given the current shortage of experts, this would be highly advantageous.  528 

 529 

Recommendation 7: HHS should require that covered entities and business 530 

associates, whether they use the Safe Harbor or Expert Determination method of 531 

de-identification, maintain a description of the method used for de-identification, 532 

the assumptions used in re-disclosure risk assessment, and the results of the risk 533 

assessment.  534 

The current de-identification standard requires that when employing the Expert 535 

Determination method, an agency document” the methods and results of the 536 

analysis that justify [the] determination.”20  This should be expanded to the Safe 537 

Harbor in order to demonstrate compliance and judge the adequacy of work 538 

performed. This would ensure that there is greater transparency and accountability 539 

and this information would contribute to organizational learning. 540 

 541 

Recommendation 8: HHS should use the vehicle of the Model Notice of Privacy 542 

Practices to inform patients about de-identification, how it protects PHI, and the 543 

range of downstream uses for de-identified data.  544 

The Office for Civil Rights, in collaboration with the Office of the National 545 

Coordinator for Health IT, recently released a Model Notice of Privacy Practices 546 

20 45 C.F.R. § 164.514(b)(1)(ii). 
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incorporating the 2013 updates to the HIPAA Privacy and Security Rules. The Model 547 

is silent on de-identification. While de-identified data falls outside of HIPAA, it is 548 

reasonable to use the Privacy Notice to educate people about how their health 549 

information in de-identified form is used and the steps required by HIPAA to 550 

maintain its confidentiality.  551 

 552 

Recommendation 9: HHS should define and promulgate the responsibilities of de-553 

identification data holders. 554 

HHS should define and describe the stewardship responsibilities, based on 555 

principles of fair information practices, of those who hold de-identified data 556 

including responsibilities relating to security, lifecycle management, and 557 

protection from re-identification. These responsibilities should be widely 558 

disseminated to raise awareness about the risks and potential consequences of 559 

misuse — including re-identification — to individuals, protected groups, and 560 

establishments. 561 

 562 

Recommendation 10:  HHS should establish a reporting process for use by the 563 

public to express concerns about when re-identification threatens harm to 564 

individuals, protected groups, or establishments.  565 

As part of its monitoring of the issues relating to de-identification, HHS needs a 566 

way to gather the concerns of individuals, protected groups, or establishments 567 

regarding the use of de-identified data or risks to their privacy rights through re-568 

identification or inappropriate inference.   This recommendation calls for a 569 
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reporting process for information gathering, rather than a complaint process in 570 

which each complaint must be formally investigated. It would be helpful to have 571 

this stream of information to monitor concerns and changing circumstances to 572 

guide the evolution of policy and continued consumer education.  573 

 574 

Recommendation 11: HHS should require covered entities and business associates to 575 

track disclosures of de-identified data sets and limited data sets to provide 576 

information in response to a data subject’s request for an accounting of disclosures. 577 

The disclosure obligation should include, at minimum, a summary of the de-578 

identified data sets that include the requester’s PHI. 579 

HIPAA ensures that individuals have the right to an accounting of disclosures of 580 

their PHI to third parties with certain exceptions. The current accounting for 581 

disclosures guidance from HHS does not reflect recent changes to HIPAA and 582 

should be a priority for update and revision. This recommendation is in line with 583 

the earlier recommendation calling for acknowledgement of practices with respect 584 

to practiced-identification in the Notice of Privacy Practices. Greater transparency 585 

of these practices is aligned with the growing public expectation that individuals 586 

are informed of how their data is being used.21  587 

 588 

Recommendation 12: HHS should support a research agenda on de-identification 589 

methods and on re-identification. The research agenda should include: 590 

21 See newly issued Common Rule as an example 
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• periodic testing of how well Safe Harbor is working;  591 

• study of the value of applying statistical disclosure limitation techniques in 592 

concert with Safe Harbor;  593 

• techniques for evaluating risks of re-identification and inference; 594 

• Investigation of technology standards for de-identification and re-595 

importation or linking of patient data in the electronic health record.   596 

Given the many important uses for de-identified data, the range of approaches and 597 

technologies for de-identification, and the real risk of re-identification as more 598 

data become available, a funded research agenda is vital for continual 599 

improvement in practice. Such a research agenda would include investigation into 600 

the technology to support the functionality of electronic health records to access 601 

previously de-identified data. In addition to usual channels for publication of 602 

research results, findings with implications for practice can be incorporated into 603 

the education and training channels recommended above.  604 

 605 

The Department has just recognized the 20-year anniversary of the HIPAA law. 606 

The Privacy Rule’s de-identification standard is an essential foundation for the rapid 607 

advancements to a 21st century information-driven learning health system. Now is the 608 

time to strengthen how this standard is implemented and create the environment that will 609 

allow it to evolve and take full advantage of new learning to keep pace with the rapidly 610 

changing data environment. The NCVHS looks forward to discussing the 611 

recommendations and perspectives laid out in this letter with you and HHS staff, and to 612 
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working with the Department to shape future guidance and priorities for advancing this 613 

work.  614 

 615 

Sincerely, 616 

 617 

William W. Stead, M.D. 618 
Chair 619 
National Committee on Vital and Health Statistics  620 
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