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SUMMARY

Using a hierarchical model with an adjustment for sample selection, we estimate the overweight prevalence for adults, by states, using data from the Third National Health and Nutrition Examination Survey (NHANES III). A two-stage hierarchical model was selected to account for geographic variability of outcomes and to model possible overdispersion of estimates due to cluster sampling. We compare our model-based estimates with design-based estimates at the national level and obtain excellent agreement. We also provide a check of our model at the state level by comparing estimates with design-based and synthetic estimates. Copyright © 1999 John Wiley & Sons, Ltd.

1. INTRODUCTION

There is a continuing need to assess health status, health practices and health resources at both the national and subnational level. Estimates of these health items help determine the demand for health care and the access individuals have to it. Although the NCHS personal interview surveys can provide much of this information at the national level, little can be provided for states and counties because of excessive field costs. Making design-based state estimates from the current NHANES III is problematic for several reasons. The main reason is that no sample, at all, is selected in many states. For states with a large sample size, design-based state estimates can still be of low quality due to the high degree of geographic clustering of the sample into primary sampling units (PSUs). The need for subnational health statistics exists, however, because health and health care characteristics are known to vary geographically. Also, health care planning often takes place at the state and local level.

One alternative approach for producing subnational estimates has been to, effectively, increase the sample size by utilizing models defined across the subnational areas. A challenge has been to use models realistic enough to produce accurate estimates. Towards this end, hierarchical models (models which include geographic variation among rates and can account for overdispersion due
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to cluster sampling) have been adapted to small area estimation. With the availability of Markov chain Monte Carlo (MCMC) methods, estimates (and precision estimates) can be made that account for all model errors. Given current resources, model-based estimates can be made for subnational levels. At a minimum, a measure of the geographic variability of health characteristics can be determined and used to make decisions about which health characteristics to measure in future surveys of small areas.

In this paper we present a methodology for making subnational estimates which extends the hierarchical model of Malec et al. by including an oversampling (that is, unequal selection probability) component in the likelihood. We illustrate the methodology by estimating the adult overweight prevalence by state using data from the Third National Health and Nutrition Examination Survey (NHANES III). The methodology is general and is especially useful for producing subnational estimates which, at a national level, should closely agree with design-based estimates.

1.1. NHANES III: Survey Design

NHANES III is a stratified, multi-level, clustered, personal interview survey of households that was conducted in two phases: during the years 1988–1991 and 1991–1994. Sampled persons provide health and dietary information through a questionnaire and also through a physical exam. Persons were selected to represent the civilian, non-institutional population of the United States and provide national characteristics and nutrition status for the entire population and age, race and ethnic subgroups. NHANES III was designed to oversample the two largest minority groups of the U.S. population, Blacks and Mexican Americans.

1.2. Overweight prevalence in U.S.

Overweight is associated with a number of adverse health outcomes including mortality and has become an increasing problem for adults in the United States. Overweight is typically defined in terms of body mass index (BMI) which is defined by

$$\text{BMI} = \frac{\text{weight}}{\text{height}^2}. \quad (1)$$

Expressing BMI in the units kg/m², overweight is defined as $\geq 27.8$ for adult men and $\geq 27.3$ for adult women. These are the gender-specific 85th percentiles of BMI for men and women aged 20 to 29 from NHANES II (1976–1980). We refer to an adult with a BMI value below the gender specific threshold as ‘normal’.

1.3. Description of the Finite Population

Let $Y_{idj}$ denote the overweight status for the $j$th individual, in demographic category $d$, in county $i$, during phase $t$ of sampling. In particular, $Y_{idj} = 1$ denotes overweight status as determined by BMI and $Y_{idj} = 0$ denotes normal. Let $N_{id}$ be the total number of individuals in demographic group $d$ and county $i$ as measured in the 1990 census. Here, a demographic group $d$ describes a type of person. Specifically, $d$ is defined as a classification $(g, r, a)$, where $g$ denotes gender, $r$ denotes race/ethnicity (non-Hispanic White, non-Hispanic Black, and Mexican-American) and ‘$a$’ denotes an age category (20–24, 25–29, …, 75–79, 80+). The six cross-classifications defined by crossing gender with race/ethnicity are important later, and each will be denoted by $e = (g, r)$. 
Of interest are estimates of the finite population mean for individual characteristics defined by groupings of 'd' for local areas defined by county groupings. That is

$$\theta_{LD} = \frac{\sum_{i \in L} \sum_{d \in D} \sum_{j \in \omega} N_{id} Y_{idj}}{\sum_{i \in L} \sum_{d \in D} N_{id}} \quad (2)$$

where $L$ indexes a particular collection of counties (for example, all counties in a specific state), and $D$ is the set of specific subgroups of interest (for example, all females regardless of age or race). Here, $Y_{idj}$ denotes overweight status at census day 1990.

2. ESTIMATION METHODOLOGY WITHOUT OVERSAMPLING

It is well known that ignoring the sample design can cause a selection bias and lead to erroneous conclusions.\(^8\) A detailed discussion of the use of models to eliminate selection bias (of any kind) can be found in chapter seven of Gelman et al.\(^9\) As described therein, a non-ignorable design is a design that results in selection bias while an ignorable design does not. A non-ignorable design can be made ignorable by adding appropriate design variables to the model (that is, the selection bias can be eliminated by including variables in the model that account for it). Realistically, incorporating appropriate sample design information into a model can either minimize or eliminate problems associated with selection bias.

This basic approach was adhered to by Malec et al.\(^2\) in estimating small areas using the National Health Interview Survey. There, a two-stage hierarchical model was employed to account for overdispersion due to correlation within primary sampling units and a stepwise variable selection procedure was employed on the socio-economic variables used as stratifiers in the design. In addition, missed components of variance in the model were checked using cross-validation methods.

In Section 2.1, we specify a general method for estimating prevalence at a subnational level, similar to Malec et al.\(^2\) This method is based on a population model that is appropriate when the sample selection is ignorable, given the two-stage model including covariates. In Section 3.1 we extend this model and estimation method to include a sample design that is non-ignorable, given the two-stage model including covariates. In Section 5 we employ data-based methods to check the adequacy of using this method.

2.1. The Population Model

A two-stage hierarchical model is used to describe individual and county variation. Conditional on the parameters $p_{tid}$, the $Y_{tidj}$ are assumed to be independent Bernoulli random variables with

$$\Pr(Y_{tidj} | p_{tid}) = p_{tid} Y_{tidj} (1 - p_{tid})^{1 - Y_{tidj}}. \quad (3)$$

Although we allowed county covariates related to the stratifiers to be candidates for model selection, these covariates did not explain much of the variation. We found the following specification of the model adequate for overweight status:

$$\logit \{p_{tid}\} = \alpha_{td} + \beta_{ic} \quad (4)$$

where the parameters $\alpha$ and $\beta_i$ denote the fixed and random effects, respectively. The components of $\beta_i = (\beta_{i1}, \ldots, \beta_{i6})$ represent the six race/gender groups. The density of $\beta_i$, $f(\beta_i | \Gamma)$, is a
multivariate Gaussian density with mean vector zero and dispersion matrix, \( \Gamma \), that is
\[
f(\beta_i | \Gamma) \propto |\Gamma|^{-1/2} e^{-1/2 \beta_i' \Gamma^{-1} \beta_i}.
\]

The likelihood \( L_i \) of \( x \), \( \{\beta_i\} \), and \( \Gamma \) is proportional to the product of terms in (3) and (5) corresponding to sampled individuals and counties:
\[
L_i(\{\beta_i\}_{ics}, x, \Gamma) \propto \prod_{tids} \Pr(Y_{tid} | p_{tid}) \times \prod_{ics} f(\beta_i | \Gamma)
\]
\[
= \prod_{ics} \left[ \prod_{t} \prod_{d} \frac{m_{i\omega}(1 - p_{tid})^{p_{i\omega} - m_{i\omega}}}{(p_{tid}/\tilde{w}_{tid} + (1 - p_{tid})/\tilde{w}_{0tid})^{p_{i\omega}}} \right] |\Gamma|^{-1/2} e^{-1/2 \beta_i' \Gamma^{-1} \beta_i},
\]
where \( tidj \in s \) denotes the set of all individuals in sample and \( i \in s \) denotes the set of counties that contain sampled individuals. Also, \( n_{tid} \) and \( m_{i\omega} \) denote the number of individuals in demographic group \( d \), county \( i \) and phase \( t \) who are in sample and who are overweight, respectively.

2.2. Estimation

We use a Bayesian approach to make inference about \( \theta_{LD} \). Bayesian inference is performed conditionally on the sampled individuals, their responses are known and need not be estimated. However, at our reference time of census day 1990, we do not know where any of our sampled individuals reside (except for the few that might have been interviewed on that day). Hence, we estimate overweight prevalence for the entire population (sampled and unsampled). Since our model includes a phase effect, we make predictions using \( \Pr(Y_{tid} = 1 | p_{tid}, p_{2tid}) = (p_{1tid} + p_{2tid})/2 \) (that is, using proportion averaged over phase). After specifying a prior distribution for \( x \) and \( \Gamma \), we estimate the posterior mean and variance of \( \theta_{LD} \) using MCMC methods.

3. ESTIMATION METHODOLOGY WITH SAMPLE SELECTION ADJUSTMENT

Ignoring the way the sample was selected may produce erroneous inferences. By including sufficient design information in a model, any design can become ignorable. Often, however, the design information needed for modelling and prediction is difficult or impossible to obtain. This is particularly true at the lower levels of sampling, where sampling frames are only constructed for the higher-level units in sample. Here, we do not attempt to incorporate within-PSU design characteristics in our model. Instead, for simplicity, we utilize non-ignorable design methodology.

3.1. Sample Selection Model

Based on previous extensive data analysis, we conclude that the design is ignorable above the PSU-level so that the model, defined in (4) and (5), is not affected by the PSU-level design characteristics. Hence, we use non-ignorable design methodology within counties (PSUs), only.

Let \( \pi_{tidj} \) denote the selection probability of individual \( tidj \), as specified in the sample design. The resulting ‘empirical Bayes’ likelihood \( L_{NI} \) based on a non-ignorable design is
\[
L_{NI}(\{\beta_i\}_{ics}, x, \Gamma) = \prod_{ics} \left[ \prod_{t} \prod_{d} \frac{p_{tid}^{m_{i\omega}}(1 - p_{tid})^{m_{i\omega} - m_{i\omega}}}{(p_{tid}/\tilde{w}_{tid} + (1 - p_{tid})/\tilde{w}_{0tid})^{p_{i\omega}}} \right] |\Gamma|^{-1/2} e^{-1/2 \beta_i' \Gamma^{-1} \beta_i},
\]
where \( \tilde{w}_{1td} \) and \( \tilde{w}_{0td} \) are the sampling weights (inverse selection probabilities) for demographic group \( d \) in phase \( t \), averaged over overweight and normal persons, respectively. That is

\[
\tilde{w}_{1td} = \sum_{(i,k) \in s_d} Y_{tidk} \pi_{1td}^{-1} / \sum_{(i,k) \in s_d} Y_{tidk}
\]

and

\[
\tilde{w}_{0td} = \sum_{(i,k) \in s_d} (1 - Y_{tidk}) \pi_{0td}^{-1} / \sum_{(i,k) \in s_d} (1 - Y_{tidk})
\]

where \( (i,k) \in s_d \) denotes all sampled persons in demographic group \( d \) in phase \( t \). The sample adjusted likelihood in (7) differs from (6) only in the denominator which adjusts for oversampling of both overweight and normal persons. A brief description on how the denominator of (7) was derived is presented in the Appendix. Alternatively, the adjustment in the denominator of (7) can be viewed as conditioning on the sample selection (for example, see Jewell\(^{10}\)).

A full Bayesian analysis includes a model for the distribution of the \( \pi_{tid} \)'s as part of the likelihood, instead of substituting in their corresponding maximum likelihood estimates (MLEs), as we have done (in equation (7)). Our empirical Bayes analysis, although only an approximation to the full Bayesian analysis, was chosen for its relative simplicity. The likelihood in (7) when combined with an appropriate prior distribution enables one to make estimates for \( \theta_{LD} \).

4. INFERENTIAL METHODOLOGY

A Bayesian analysis requires the specification of a prior distribution for \( (\pi, \Gamma) \). To ensure that the sample information dominates the inference, we used an overdispersed prior distribution. In particular, we choose the conditional density of \( \pi | \Gamma \) to be constant and an inverse Wishart distribution for \( \Gamma \) with one degree of freedom and mean = \( v I_{6 \times 6} \). This prior (with \( v = 10^4 \)) is dominated by the data but seems to avoid problems with the use of vague priors in hierarchical models.\(^{11}\)

Since the posterior moments of \( \theta_{LD} \) are non-linear functions, and the posterior distribution cannot be expressed in a simple form, numerical evaluation is needed. We used MCMC methodology to generate a random set of parameters which converges to a stationary distribution that is the posterior distribution. This is achieved by successively generating parameter subsets from their conditional distributions. We used graphics and formal statistical tests to determine when convergence to the stationary distribution was attained. The parameters after this point were treated as a sample from the posterior distribution and used to estimate posterior moments. More specifically, we used the block-at-a-time Metropolis–Hastings algorithm\(^{12}\) to generate one long run of the chain. Since the explicit posterior distributions of \( \beta \) and \( \pi \) are unknown, the modes and Hessians were searched at each iteration to determine the candidate-generating Gaussian densities. Conditionally, \( \Gamma \) was sampled directly from its inverse Wishart distribution. We also used CODA software\(^{13}\) to perform the output analysis and convergence diagnosis for the chain. Within CODA, we used the Heidelberger and Welch\(^{14}\) test to determine the number of iterations to discard and to determine if the Markov process was indeed stationary.

5. ESTIMATION RESULTS

We illustrate the calculations using two choices of \( L \) and \( D \) from (2). In Section 5.1 we show the estimates made at the national level for demographic subgroups. We compare our model-based
estimates with design-based estimates to justify our claim that the results may coincide at a national level. In Section 5.2 we provide comparison of our state level estimates with design-based and synthetic estimates. In Section 5.3 we show our estimates for all adults within the 50 states and D.C.

5.1. Evaluation of National Estimates by Demographic Subgroups

In this section we compare model- and design-based estimates for demographic categories. For estimation, we used the 16,523 BMI values for all adults (20 and over) who were examined in a mobile examination centre (MEC). We used standard expansion estimators to estimate the overweight prevalence for all demographic categories using the MEC examination weights. Overweight prevalence is highest for ethnic (non-Hispanic Black and Mexican-American) females. For the model-based estimates, we approximated the selection probabilities of Section 3.1 by the inverse of the MEC examination weights after post-survey adjustment. We used SAS IML for the calculations and 1200 iterations of the Gibbs sampler. The estimates are based on the final 1000 iterations since the Heidelberger and Welch test indicates that the chain had converged by then. The values shown were obtained for the prior distribution with $v = 10^4$. We used sensitivity analysis to insure that our prior was overdispersed.

In Figure 1, we compare design-based, model-based without adjustment for sample selection, and model-based with adjustment for sample selection. Since the conclusions are similar for all race/ethnicity/gender categories, we illustrate our methodology using Non-Hispanic Black females. With adjustment for sample selection (specified in Section 3) the model-based estimates tracked the design-based estimates well for all ages. Without the sample selection adjustment, the
differences between the model-based and the design-based estimates were more pronounced (up to 5 percentage points difference). We take these results as verification that the sample selection adjustment was necessary.

5.2. Evaluation at the State Level

It is well known that hierarchical models, like the one used here, tend to ‘smooth’ estimates. Some smoothing is desirable because state estimates using only state data will contain more error and, hence, be more variable than estimates that ‘borrow strength’ from data outside of the state. However, there is concern that the model being used could inadvertently be smoothing the actual population values, not just removing error. If our model under represents the variability between counties, we will oversmooth. To check our model for oversmoothing, we evaluate the variability inherent in our model against the variability of the raw data as follows:

1. We first produce state design-based estimates for each state that contains at least one sampled PSU. These estimates use only data collected within the state and, hence, are not smoothed by averaging over data collected in other states.
2. Using our model with sample selection adjustment, we produce new values of overweight status for each sampled person via their posterior predictive distribution (with sample adjustment). We make corresponding state design-based estimates from these new outcomes. Since the new outcomes are from the posterior, estimates based on them will be smoothed.

Figure 2 compares the design-based state estimates with 95 per cent credible intervals from our new outcomes for non-Hispanic Black females. Each raw design-based estimate falls within the credible interval formed using our model. If our model had oversmoothed, our generated
Figure 3. Comparison of model-based, design-based, and synthetic estimates of overweight for adults in sampled states.

Outcomes would tend to underestimate the data variability and would have resulted in poor coverage of the design-based estimates. We obtain this conclusion in the other race/gender categories, also.

Figure 3 compares the following three estimates for states that have a sample: model-based, design-based, and synthetic (defined by 
\[ \hat{\theta}_{LD} = \frac{\sum_{i \in d} \sum_{d \in D} \hat{\theta}_d \hat{N}_d}{\sum_{i \in D} \sum_{d \in D} N_{id}}, \]
where \( \hat{\theta}_d \) is the design-based estimate of the national prevalence rate for domain \( d \).

The figure shows that, for states with a large sample, the model-based estimate is closer to the design-based estimate than is the synthetic estimate. In addition, the model-based posterior variance (not shown), decreases with state sample size. These two observations illustrate that the model-based approach preferentially uses state data. In general, the synthetic estimates are close to our estimates, suggesting that they are adequate in this case. However, without using the hierarchical model to account for between-county variation, we could not have made this conclusion. In addition, our method provides estimates of precision including county variation.

5.3. State Estimates

We computed the overweight prevalence estimate by state and show the results in Figure 4. The figure shows a relatively small range (0.32 to 0.40) and a north/south difference (reflecting the difference in minority population).

6. CONCLUSIONS

With the aim of producing accurate state estimates of overweight status, a hierarchical model with random county variation was employed. This model provides information on the
geographic variation of county prevalence rates and produces state estimates that preferentially use state data. The effects due to sample selection bias were minimized in three ways. First, county variables related to the NHANES III stratification variables were candidates in the stepwise variable selection procedure. For overweight status, however, these variables do not account for much of the overall data variability and were omitted from the model. Second, the county random effects component used to account for geographic variation also accounts for possible overdispersion due to the clustered sample. Third, the sample selection model was included in the likelihood to account for oversampling within PSUs.

Model misspecification was evaluated in two ways. First, we compared our estimates utilizing sample selection adjustment, with design-based estimates at the national level and obtained excellent agreement for all demographic groups. Second, we produced model-based credible intervals for the design-based state estimates and observed that these estimates fell within the intervals, indicating that the variability of these estimates had been adequately modelled. An unresolvable problem, however, in evaluating small area estimates is that accurate comparisons are not available at the small area level. In this application, for example, the design-based estimates at the state level are of poor precision and cannot be viewed as the 'gold standard'. Based on the model evaluations that we can make, we conclude that these estimates provide useful information on overweight prevalence for the states and D.C.

APPENDIX: SAMPLE SELECTION DERIVATION

We assume that the population of selection probabilities within a PSU, \( \pi_{tidj} \), are identically distributed within demographic group, phase and overweight status. We specify an approximate
distribution for the selection probabilities by first assuming that they have support consisting only of the unique observed values \( \pi^*_1, \ldots, \pi^*_n \). In particular, given that \( Y_{iid} = y \) \((y = 0, 1)\), \( \pi_{iid} \) is modelled as a multinomial random variable with

\[
\Pr(\pi_{iid} = \pi^*_u \mid \theta, Y_{iid} = y, p_{iid}) = \theta_{idyu}.
\]  

(8)

Note that (8) makes few assumptions about the distribution of the selection probabilities. We have, however, assumed that the distribution of selection probabilities is identical between counties, within a demographic group and phase. We first show how the likelihood of overweight status is derived when \( \theta \) is fixed and then show how an estimate of \( \theta \) is derived to obtain (7).

We apply the general methodology for handling non-ignorable designs\(^9\) to this case. Since our inference is conditional on county demographic groups and the NHANES III uses extensive implicit stratification, we assume each sampled person can be viewed as a sample of one person per substratum consisting of people in the same demographic group and phase. For sampled person \( j \), we assume that the substratum size \( N_{iid} \) is unknown. Dropping the extraneous subscripts \((tid)\), for each person \( k \) in substratum \( j \) we let \( \delta_{kj} \) be a Bernoulli random variable with sample selection probability \( \pi_{kj} \). Without loss of generality, we label the sampled person as the first person in substratum \( j \). The joint distribution of the one sampled person and the remaining unsampled persons in substratum \( j \) is

\[
\Pr(\delta_{1j} = 1, Y_{1j}, \pi_{1j}, \{\delta_{kj} = 0, Y_{kj}, \pi_{kj}\}_{k=2,\ldots,n} \mid N_j) = \pi_{1j} \Pr(\pi_{1j} \mid Y_{1j}) \Pr(Y_{1j}) \prod_{k=2}^{n} (1 - \pi_{kj}) \Pr(\pi_{kj} \mid Y_{kj}) \Pr(Y_{kj}).
\]  

(9)

The marginal distribution of only the observed quantities can be obtained by summing (9) over the unobserved components, giving

\[
\Pr(\delta_{1j} = 1, Y_{1j}, \pi_{1j}, \{\delta_{kj} = 0\}_{k=2,\ldots,n} \mid N_j) = \pi_{1j} \Pr(\pi_{1j} \mid Y_{1j}) \Pr(Y_{1j}) \left(1 - \sum_{y=0}^{1} \sum_{u} \pi^*_u \Pr(\pi^*_u \mid y) \Pr(y)\right)^{N_j - 1}.
\]  

(10)

Utilizing a non-informative prior, \( \Pr(N_j) \propto \text{constant} \), \( N_j \) can be removed from (10) giving

\[
\Pr(\delta_{1j} = 1, Y_{1j}, \pi_{1j}, \{\delta_{kj} = 0\}_{k \neq 1} \propto \sum_{N_j = 1}^{\infty} \pi_{1j} \Pr(\pi_{1j} \mid Y_{1j}) \Pr(Y_{1j}) \left(1 - \sum_{y=0}^{1} \sum_{u} \pi^*_u \Pr(\pi^*_u \mid y) \Pr(y)\right)^{N_j - 1}
\]  

\[
\propto \pi_{1j} \Pr(\pi_{1j} \mid Y_{1j}) \Pr(Y_{1j}) \sum_{y=0}^{1} \sum_{u} \pi^*_u \Pr(\pi^*_u \mid y) \Pr(y).
\]  

(11)

Equation (11) provides the likelihood component for one sampled person and replaces the specification in (3). Substituting the likelihood component for one sampled person, and replacing the full subscript notation, for sample person \( j \), into (11), one has

\[
\Pr(\delta_{tid} = 1, Y_{tid} = y, \pi_{tid} = \pi^*_u, \{\delta_{tik} = 0\}_{k \neq j} \mid p_{tid}) = \pi^*_u \theta_{idyu} p_{tid} (1 - p_{tid})^{1 - y} \sum_{y=0}^{1} \sum_{u} \pi^*_u \theta_{idyu} p_{tid} (1 - p_{tid})^{1 - y}
\]  

\[
\propto p_{tid} (1 - p_{tid})^{1 - y} \sum_{y=0}^{1} \sum_{u} \pi^*_u \theta_{idyu} p_{tid} (1 - p_{tid})^{1 - y}.
\]  

(12)
By including the distribution of the selection probabilities specified in (8) as part of the likelihood, we could perform a complete Bayesian analysis. For simplicity, we substitute the MLE of \( \theta \) (based on conditioning on overweight status and the selection probability) into (12). For sampled individual \( tidj \), the component of the conditional likelihood is

\[
Pr(\tau_{tidj} = \tau_{tidj}^* \mid \delta_{tidj} = \delta_{tidj}^*, Y_{tidj} = y, \theta) = \frac{Pr(\delta_{tidj} = \delta_{tidj}^* \mid \tau_{tidj} = \tau_{tidj}^*, Y_{tidj} = y, \theta) Pr(\tau_{tidj} = \tau_{tidj}^* \mid Y_{tidj} = y, \theta)}{Pr(\delta_{tidj} = \delta_{tidj}^* \mid Y_{tidj} = y, \theta)}
\]

(13)

Multiplying all the terms of (13) together, the conditional likelihood is

\[
\prod_{u} \tau_{dyu} \bar{\tau}_{dyu} \left( \sum_{u} \tau_{dyu} \bar{\tau}_{dyu} \right)
\]

where \( \tau_{dyu} \) denotes the sample frequency of \( \tau_{dyu}^* \) within demographic group \( d \), phase \( t \) and overweight status \( y \). It can be shown that the MLEs of the \( \theta_{dyu} \) are

\[
\hat{\theta}_{dyu} = \frac{\tau_{dyu} \tau_{dyu}^*}{\sum_{u} \tau_{dyu} \tau_{dyu}^*}
\]

(14)

Plugging the estimates from (14) into (12) completes the within-PSU likelihood component in (7).
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